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1. 1 Network Concepts  

In years past, we relied on the postal service, telephone, radio, books, or newspapers to send or receive information. The computer has opened a variety of ways to communicate more quickly and effectively. Computer systems that transmit data over communications lines such as telephone lines or cables are called data communications systems. These data communications systems have been evolving since the mid-1960s. A network is a computer system that uses communications devices to connect two or more computers and their resources. Although it may seem to be a simple task to connect several computers together to form a network, it requires serious planning and effort to be effective. Let’s begin our study of networking by examining the components needed to transmit data from one computer to another. In the most basic illustration of sending and receiving information is shown in (Figure 1.1) three elements below. 
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Figure 1.1
A common example of communication is when one computer sends e-mail to another computer across town. The two computers would probably use phone lines to send their message. Each computer will need one other piece of equipment called modem. A modem is a device that converts a digital signal to an analog signal and vice versa. Modem is short for modulate/demodulate. A modem is required because computer signals are in a digital format and phone signals are in analog format. The speed of transmission of data using a modem is measured in bits per second (bps). Older standards of speed were 9600, 14,400, 28,800, and 33,600 bps, which are very slow by today’s standard of 56,000 bps. 56K speed only applies for receiving data. One technology used to improve speed is Integrated Services Digital Network, ISDN. An ISDN adapter can move data at 128,000 bps over any modem. ISDN does require two separate phone lines, one for data transmission and one for normal phone use. The fees for this service are fairly expensive, and this service is not available in some locations. 

2.0 Networks 

There are two types of networks: wide area networks (WAN) and local area networks (LAN). First, let’s discuss wide area networks. A wide area network is a network of geographically distant computers and terminals. Personal computers are very often used in this type of network to communicate with mainframe computers. To communicate with a mainframe, a personal computer must employ terminal emulation software. The mainframe computer in this type of network is called the host computer. When a personal computer or workstation is being used as a network terminal, file transfer software enables a user to download files (retrieve them from another computer and store them) and upload files (send files to another computer). WANs are used in networks that span cities, states, countries, and the world. A local area network (LAN) is usually a network of personal computers that share hardware, software, and data. A LAN, as the name implies, covers short distances, usually within one building or a group of buildings within a small geographic area. The computers or nodes can be connected by a shared network cable or by wireless transmission. A network interface card (NIC) may be inserted into a slot inside the computer to handle sending, receiving, and error checking of transmitted data. There are several important terms relevant to LANs. A bridge is a combination of hardware and software that recognizes the messages on a network and passes on those addressed to nodes in other networks. For example, a manufacturing plant might have separate LANs in each of its departments that need to communicate occasionally. A router is a special computer that directs communications traffic when several networks are connected together. If traffic is clogged on one path, the router can determine an alternative path. More recently, now that many networks have adopted the Internet Protocol (IP), routers are being replaced with IP switches, which are less expensive and faster. A hub is a device that repeats signals and connects a group of computers to a network. 

Two ways to organize the resources of LANs are client/server and peer-to-peer. A client/server arrangement involves a server, the computer that controls the network. The server computer has a hard disk that holds shared files and often has a very high-quality printer attached. The other computers on the network are called clients. Under the client/server arrangement, the server usually does the processing and only the results are sent to the client. Since the server does most of the heavy work, less-expensive computers can be used as the clients. In the peer-to-peer arrangement all computers have equal status; no one computer is in control. The main disadvantage of the peer-to-peer is lack of speed. 

2.1 Electronic Mail 

Networking has given the opportunity of sending messages directly from one computer to another -- e-mail. E-mail allows the sender to reach one person or many people with one single message. E-mail does not require both participants to be present at the time of transmission; thus, it is a tremendous asset when sending messages across time zones. E-mail has become an indispensable element of business communication, allowing the opportunity to send or receive multiple messages at a time while also reducing the use of paper. One disadvantage is the abundance of junk mail has proliferated as a result of the ease of sending messages by e-mail. America Online (AOL) is one of the largest e-mail service providers. In January 2001 AOL merged with Time Warner to become one of the largest and most influential corporations in America. As you send more and more messages, you may need to know the term Listserv. Listserv is a widely used automatic mailing manager. It has the great advantage of being able to easily handle enormous mailing lists that contain thousands of members. You put yourself on and off a Listserv mailing list by sending mail to a Listserv machine on which the mailing list resides. To get off the Listserv you simply mail another message requesting to signoff. The Internet is a resource for all computer users and has defined technology in the 21st century. Many people think the Internet sprang up overnight; however, that is not the case. It began in 1969 when research universities and defense contractors needed a network to communicate. At that time, it was not available to the general public. The Internet is a rapidly growing web of networks from around the world simply, a network of networks. Internet provides many capabilities including e-mail, The World Wide Web (WWW), information retrieval, electronic commerce, newsgroups, and file transfer protocol (FTP). Let’s begin by saying that the Internet is a term used to describe the entire network of networks; the WWW is only one part of the Internet. The WWW, the graphical part of the Internet, is the largest and most popular part of the Internet. The WWW contains billions of documents called Web pages. The WWW was first called a web because the links of computers are so vast and complicated that they resemble a spider’s web. These Web pages are documents that contain text, graphics, sound, and/or video and have built-in connections called hyperlinks. Web pages are stored on computers all over the world. A Web site is a related collection of Web pages. Each Web page has a unique address on the WWW called a Uniform Resource Locator (URL) as shown in figure 2.1 

e.g. : http://www.bua.com
	http:// 
	Stands for hypertext transfer protocol 
	A communications standard used to transfer pages on the Web. 

	www.bua.com 
	Stands for the domain name 
	Identifies the Web site, which is stored on a Web server a computer that delivers requested Web pages. 

	Who 
	Path 
	 

	Who.htm 
	File name 
	 


Figure 2.1
In order to use the Internet, a user must have a computer, a modem, a browser, and an Internet Service Provider (ISP). A browser is the software on the user’s computer that allows the user to access the Internet via the service provider, using a graphical interface. Internet Explorer is one of the most popular web browsers today. In addition to the browsers themselves, various vendors offer plug-ins, software that enhances the value of a browser by increasing its features. Typical plug-ins can enhance a site’s audio-video experience or improve image viewing. Most plug-ins can be downloaded from their own web sites. An ISP provides the server computer and the software required for you to connect to the Internet. If you wish to access the Internet using your home computer, you might sign up for an online service, such as America Online, which provides both access to the Internet and a browser in one. Newsgroups such as Usenet, are an informal network of computers that allows the posting and reading of messages in newsgroups that focus on specific topics. Newsgroup topics cover almost any subject you could imagine. A newsgroup is like a very large bulletin board marked off by category. A suggested rule is that you observe the newsgroup for a while, lurking, before you jump in. 

In addition to accessing files on the Internet, you may want to make your copy of a particular file. In that case, you would need to download a copy of the file. Computers on the Internet have a standard way to transfer copies of files, a program call FTP, for file transfer protocol. Most downloading is done by a method called anonymous FTP. This means that instead of having to identify yourself with a proper account on the remote computer, you can simply call yourself Anonymous. Therefore, you do not need a password, only your e-mail address. 

3.0 Network fundamentals

A network is a system of computers and other devices (such as printers and modems) that are connected in such a way that they can exchange data. 

A networking system consists of hardware and software. Hardware on a network includes physical devices such as Macintosh personal computer workstations, printers, and Macintosh computers acting as file servers, print servers, and routers; these devices are all referred to as nodes on the network. 

If the nodes are not all connected to a single physical cable, special hardware and software devices must connect the cables in order to forward messages to their destination addresses. A bridge is a device that connects networking cables without examining the addresses of messages or making decisions as to the best route for a message to take. By contrast, a router contains addressing and routing information that lets it determine from a message's address the most efficient route for the message. A message can be passed from router to router several times before being delivered to its destination. 

In order for nodes to exchange data, they must use a common set of rules defining the format of the data and the manner in which it is to be transmitted. A protocol is a formalized set of procedural rules for the exchange of information and for the interactions among the network's interconnected nodes. A network software developer implements these rules in software modules that carry out the functions specified by the protocol. 

Whereas a router can connect networks only if they use the same protocol and address format, a gateway converts addresses and protocols to connect dissimilar networks. 

A set of networks connected by routers or gateways is called an internet. The term Internet (note the capitalization) is often used to refer to the largest worldwide system of networks, also called the Worldwide Internet. The basic protocol used to implement the World Wide Internet is called the Internet Protocol, or IP. Because the word internet is used in several different ways, it is important to note capitalization and context whenever you see this word. 

A networking protocol commonly uses the services of another, more fundamental protocol to achieve its ends. For example, the AppleTalk Data Stream Protocol (ADSP) uses the Datagram Delivery Protocol (DDP) to encapsulate the data and deliver it over an AppleTalk network. The protocol that uses the services of an underlying protocol is said to be a client of the lower protocol; for example, ADSP is a client of DDP. A set of protocols related in this fashion is called a protocol stack. 

3.1 Types of Protocols

Networking protocols can be characterized as connectionless or connection-oriented, and as transactionless or transaction-based. 

A connectionless protocol is one in which a node that wants to communicate with another simply sends a message without first establishing that the receiving node is prepared to receive it. Each message sent must include addressing information so that it can be delivered to its destination. 

A connection-oriented protocol is one in which two nodes on the network that want to communicate must go through a connection-establishment process called a handshake. This involves the exchange of predetermined signals between the nodes in which each end identifies itself to the other. Once a connection is established, the communicating applications or processes on the nodes at either end can send and receive data without having to add addresses to the messages or repeat the handshake process. Connection-oriented protocols provide support for sessions. A session is a logical (as opposed to physical) connection between two entities on a network or internet. A session must be set up at the beginning, maintained by the periodic exchange of information, and broken down at the end. All of these services entail overhead compared to a connectionless protocol, for which no connection setup or breakdown is required and for which no session must be maintained. 

A connection-oriented session is analogous to a telephone call. The party who initiates the call knows whether the connection is made because someone at the other end of the line either answers or not. As long as the connection is maintained, neither party needs to dial the other telephone number again. A connectionless protocol is analogous to mail. A person sends a letter expecting it will be delivered to its destination. Although the mail usually arrives safely, the sender doesn't know this unless the recipient initiates a response affirming it. Each letter sent by either party requires a complete address. 

A transactionless protocol defines how the data is to be organized and delivered from one node to another. A connection-oriented transactionless protocol is used to maintain a symmetrical connection; that is, one in which both ends have equal control over the communication. Both ends can send and receive data and initiate or terminate the session. In this case, the connection is referred to as full duplex. If the two sides have to take turns transmitting and receiving, the connection is referred to as half duplex. 

A connectionless transactionless protocol sends data in discrete datagram’s. A datagram, also referred to as a packet, is a unit of data that includes a header portion that holds the destination address (and may contain other information, such as a checksum value) and a data portion that holds the message text. A connection-oriented transactionless protocol can send data as a continuous stream of data or, in some cases, as packets. 

Low-level connectionless protocols such as DDP and IP usually provide best-effort delivery of data. Best-effort delivery means that the protocol attempts to deliver any packets that meet certain requirements, such as containing a valid destination address, but the protocol does not inform the sender when it is unable to deliver the data, nor does it attempt to recover from error conditions and data loss. Higher-level protocols, on the other hand, can provide reliable delivery of data. Reliable delivery includes error checking and recovery from error or loss of data. 

A transaction-based protocol specifies the sequence and some of the content of messages passed between nodes. When using a transaction-based protocol, the application on one node, known as the requester, sends a request to the other application, known as the responder, to perform a task. The responder completes the task and returns a response that reports the outcome of the task. Once one node has issued a request, the receiving node is constrained to respond in a predefined way. A transaction-based connection is sometimes referred to as an asymmetrical connection. 

Table 3.1 shows where some Open Transport protocols fit in the protocol-type matrix. A protocol of one type can be a client of a different type. For example, the connection-oriented transactionless AppleTalk Printer Access Protocol (PAP) is a client of the connectionless transaction-based AppleTalk Transaction Protocol (ATP), which is in turn a client of the connectionless transactionless Datagram Delivery Protocol (DDP). 

	The Open Transport protocol matrix and some Open Transport protocols

	  
	Connectionless   
	Connection-oriented 

	Transactionless 
	PPP
DDP
IP
UDP 
	Serial connection
ADSP
TCP
PAP 

	Transaction-based   
	ATP 
	ASP


Figure 3.1
3.2 Addressing 

In order to establish a network connection or to send a message using a connectionless protocol, you must have the address of the destination. Each protocol uses a specific type of address, which might be the same as that used by a lower-level protocol in the protocol stack or might be unique to that protocol. DDP and IP, for example, use addresses sufficient for node-to-node delivery of datagrams, through routers if necessary. The protocols and applications that are clients of DDP are assigned socket numbers. A socket is a piece of software that serves as an addressable entity on a node. DDP is responsible for delivering a datagram to the correct socket. 

Similarly, IP delivers each datagram to a specific client protocol--such as Transaction Control Protocol (TCP) or User Datagram Protocol (UDP)--running on a specific node. The processes using the TCP/IP client protocols are each assigned a port number; the client protocol is responsible for delivering the datagram to the correct port number. Whereas AppleTalk normally assigns socket numbers dynamically to a process when it registers itself on the network, the TCP/IP port numbers are preassigned by convention or by previous arrangement between users. 

3.3 Protocol Stacks and the OSI Model

Most networking systems are designed as layered architectures in which low-level protocols provide services to higher-level protocols in the same protocol stack. Network designers relate each protocol to a reference model, which provides guidelines as to what sort of services should be provided by a protocol at a certain level in the hierarchy. Because these reference models provide a framework that makes it easier to compare the services offered by different protocols, this book shows how each protocol discussed relates to one or more reference models. In this section, the Open Systems Interconnection (OSI) model is described. The OSI model is a seven-layered standard that was published by the International Standards Organization (ISO) in the 1970s. This is the model with which the AppleTalk networking system architecture is most closely aligned. 

It is important to note that often more than one protocol is defined and implemented to handle the requirements of a layer in different ways. In addition, some protocols include functions that span more than one layer specified by a model. For example, in favor of efficiency, a network protocol developer may elect to define a single protocol that spans two or more layers of a reference model. 

Figure 3.3 shows the layers of the OSI model and how the AppleTalk and TCP/IP protocols provided with the Open Transport system software fit into this model. 

Figure 3.3 The OSI model and Open Transport protocols
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Each layer of the OSI model has a specific purpose, as follows: 

The data-link layer and the physical layer provide for connectivity. The communication between networked systems can be via a physical cable made of wire or optical fiber, or it can be via infrared or microwave transmission. In addition to these, the hardware can include a network interface controller (NIC), if one is used. The hardware or transport media comprise the physical layer. 

The physical hardware provides nodes on a network with a shared data transmission medium called a data link. The data-link layer includes both a protocol that specifies the physical aspects of the data link, and the link-access protocol, which handles the logistics of sending the data packet over the transport medium. 

The network layer specifies the network routing of data packets between nodes and the communications between networks, which is referred to as internetworking. 

The transport layer isolates some of the physical and functional aspects of a network from the upper three layers. It provides for end-to-end accountability, ensuring that all packets of data sent across the network are received and in the correct order. This is the process that is referred to as reliable delivery of data, and it involves providing a means of identifying packet loss and supplying a retransmission mechanism. The transport layer may also provide connection and session management services. 

The session layer serves as an interface into the transport layer, which is below it. The session layer allows for establishing a session, which is the process of setting up a connection over which a dialog between two applications or processes can occur. Some of the functions that the session layer provides for are flow control, establishment of synchronization points for checks and recovery during file transfer, full-duplex and half-duplex dialogs between processes, and aborts and restarts. 

The presentation layer assumes that an end-to-end path or connection already exists across the network between the two communicating parties, and it is concerned with the representation of data values for transfer, or the transfer syntax. 

The highest layer of the OSI model is the application layer. This layer allows for the development of application software. Software written at this layer benefits from the services of all the underlying layers. 

4.0 Deciding Which Protocol to Use

Each of the networking protocols available with Open Transport implements a different set of services. This section provides a brief discussion of the uses of each of the protocols included with the Open Transport system software on the Macintosh computer. If you have Open Transport software modules provided by vendors other than Apple Computer, Inc., you should refer to the documentation that came with that software to determine its use. 

There are instances in which the protocol to be used is dictated by the application; for example, HTTP requires TCP. In some cases, you might be in a position to choose the protocol yourself. If so, before you open an endpoint, you should make your choice based on the following issues: 

· general purpose or special purpose 

· choice of protocol family, AppleTalk or TCP/IP 

· connection-oriented or connectionless 

· transaction-based or transactionless 

· high- or low-level protocol 

4.1 General Purpose or Special Purpose

Your choice of protocol is very simple if there is only one protocol that performs the function you are interested in. For example, if you want to send a print job directly to an AppleTalk printer, you probably need to use the Printer Access Protocol (PAP). On the other hand, if you want to transfer data of a general nature, there are many protocols that can do the job. The following sections describe the factors you can take into consideration in order to choose among those protocols. 

4.2 Choice of Protocol Family

There are two sets of protocols, or protocol families, included with the Open Transport system software: AppleTalk and TCP/IP. In addition, other developers can provide protocols and protocol families compatible with Open Transport. You must decide which protocol family to use for a specific purpose. For information on the use of other protocols, see the documentation that came with the software. 

AppleTalk is a networking technology developed by Apple Computer, Inc. Every Mac OS computer that has ever been made includes AppleTalk hardware and system software. If your application needs to communicate with other Mac OS computers, AppleTalk is a natural choice. Note that the other computers need not be running Open Transport; the nodes must be running the same protocol, but need not be using the same implementation of the protocol. 
TCP/IP, on the other hand, is the standard protocol family used by the Worldwide Internet and by many networks owned by businesses and other organizations. It offers faster performance compared to AppleTalk and makes cross-platform applications easier to develop. If you wish to communicate with the Worldwide Internet without going through a gateway, or if you want to connect to a network that uses TCP/IP protocols, choose one of the Open Transport TCP/IP protocols. 

4.3 High-Level or Low-Level Protocol

If you use a high-level protocol that provides for reliable delivery of data and error recovery, you need not implement these services yourself. On the other hand, these protocols generate somewhat more network traffic than the lower-level protocols, including handshake and control signals, signals to maintain sessions, and retransmitted packets. 
The network-layer protocols IP and DDP provide best-effort delivery between nodes on a network. They are connectionless protocols and do not correct for corruption of data, packet loss, or incorrect packet sequencing. They generate the least possible amount of network traffic for the data they transmit. These protocols are appropriate for applications that do not require highly accurate data transmission and for applications that provide their own error recovery. If you want to implement your own protocol stack based on AppleTalk or TCP/IP protocols, these are the protocols to use. 

The high-level protocol UDP is unusual in that it comines attributes of both high and low level protocols that is, it does not provide error recovery services but it checks for data corruption. 

4.4 Connection-Oriented or Connectionless

Connection-oriented protocols ensure reliable delivery of data and do not require you to repeat the recipient's address or repeat the connection process for the duration of the session. Once you have established a connection, the protocol maintains the connection, informing you if it has closed for any reason. Because of the reliability of connection-oriented protocols, they are a good choice whenever you have a lot of data to exchange over a limited period of time. However, in order to maintain the connection, these protocols sometimes send control signals, which result in increased network traffic. 

Open Transport AppleTalk offers two connection-oriented protocols: ADSP and PAP. ADSP is a full-duplex transactionless protocol, well suited to the transfer of large amounts of data. PAP is a transactionless session-layer protocol and a client of ATP. It is intended primarily for communication with AppleTalk printer products. 

Open Transport TCP/IP provides one connection-oriented protocol, TCP, which is a transactionless protocol. TCP, like ADSP, provides highly reliable data delivery suitable for the transfer of large amounts of data. 

4.5 Transaction-Based or Transactionless

A transaction-based protocol is suited to many client-server interactions where the client requests services and there are a limited number of ways in which the server can respond. File servers and printers are examples of servers that can use these protocols. However, you should keep in mind that transaction-based protocols limit transport independence: currently, only Apple Talk uses these protocols. In addition, given that transaction-based protocols incur some overhead to set up, you might consider choosing one of the connection-oriented protocols instead; these also involve the overhead of establishing the connection but offer more possibility for transport-independence. 

Open Transport AppleTalk includes the ATP transaction-based protocols. An ATP transaction request must fit in a single packet; however, the response can contain up to eight packets. ATP transactions are an efficient means of transporting small amounts of data across the network. ATP provides a semi-reliable loss-free transport service. 
You should use ATP 

· if you want to send a small amount of data 

· if your application requires delivery of all packets 

· if your application can tolerate a minor degree of performance degradation 

· if you do not want to incur the overhead involved in maintaining a session 

A workstation application that requires a state-dependent service should use ADSP instead of ATP. State dependence means that the response to a request is dependent on a previous request. For example, before a workstation application connected to a file server can read a file, it must have first issued a request to open the file. When a dialog is state dependent, all requests must be delivered in order and duplicate packets must not be sent; ADSP provides for this. 

An ATP transaction-based request, such as a workstation application requesting a server to return the time of day, is independent of other requests and not state dependent. 
The Open Transport system software does not include any transaction-based protocols for the TCP/IP protocol family

4.6 Networking protocols
A protocol is a set of rules that governs the communications between computers on a network. These rules include guidelines that regulate the following characteristics of a network: access method, allowed physical topologies, types of cabling, and speed of data transfer. See the Topology and Cabling sections of this tutorial for more information.

The most common protocols are: 

· Ethernet 

· LocalTalk 

· Token Ring 

· FDDI 

4.7 Ethernet

The Ethernet protocol is by far the most widely used. Ethernet uses an access method called CSMA/CD (Carrier Sense Multiple Access/Collision Detection). This is a system where each computer listens to the cable before sending anything through the network. If the network is clear, the computer will transmit. If some other node is already transmitting on the cable, the computer will wait and try again when the line is clear. Sometimes, two computers attempt to transmit at the same instant. When this happens a collision occurs. Each computer then backs off and waits a random amount of time before attempting to retransmit. With this access method, it is normal to have collisions. However, the delay caused by collisions and retransmitting is very small and does not normally effect the speed of transmission on the network.

The Ethernet protocol allows for linear bus, star, or tree topologies. Data can be transmitted over twisted pair, coaxial, or fiber optic cable at a speed of 10 Mbps. 

4.8 Fast Ethernet

To allow for an increased speed of transmission, the Ethernet protocol has developed a new standard that supports 100 Mbps. This is commonly called Fast Ethernet. Fast Ethernet requires the use of different, more expensive network concentrators/hubs and network interface cards. In addition, category 5 twisted pair or fiber optic cable is necessary. 

4.9 LocalTalk

LocalTalk is a network protocol that was developed by Apple Computer, Inc. for Macintosh computers. The method used by LocalTalk is called CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance). It is similar to CSMA/CD except that a computer signals its intent to transmit before it actually does so. LocalTalk adapters and special twisted pair cable can be used to connect a series of computers through the serial port. The Macintosh operating system allows the establishment of a peer-to-peer network without the need for additional software. With the addition of the server version of AppleShare software, a client/server network can be established. 

The LocalTalk protocol allows for linear bus, star, or tree topologies using twisted pair cable. A primary disadvantage of LocalTalk is speed. Its speed of transmission is only 230 Kbps. 

4.10 Token Ring

The Token Ring protocol was developed by IBM in the mid-1980s. The access method used involves token-passing. In Token Ring, the computers are connected so that the signal travels around the network from one computer to another in a logical ring. A single electronic token moves around the ring from one computer to the next. If a computer does not have information to transmit, it simply passes the token on to the next workstation. If a computer wishes to transmit and receives an empty token, it attaches data to the token. The token then proceeds around the ring until it comes to the computer for which the data is meant. At this point, the data is captured by the receiving computer. The Token Ring protocol requires a star-wired ring using twisted pair or fiber optic cable. It can operate at transmission speeds of 4 Mbps or 16 Mbps. Due to the increasing popularity of Ethernet, the use of Token Ring in school environments has decreased. 

4.11 FDDI

Fiber Distributed Data Interface (FDDI) is a network protocol that is used primarily to interconnect two or more local area networks, often over large distances. The access method used by FDDI involves token-passing. FDDI uses a dual ring physical topology. Transmission normally occurs on one of the rings; however, if a break occurs, the system keeps information moving by automatically using portions of the second ring to create a new complete ring. A major advantage of FDDI is speed. It operates over fiber optic cable at 100 Mbps. 

4.12 Protocol Summary

	Protocol
	Cable
	Speed
	Topology

	Ethernet
	Twisted Pair, Coaxial, Fiber
	10 Mbps
	Linear Bus, Star, Tree

	Fast Ethernet
	Twisted Pair, Fiber
	100 Mbps
	Star

	LocalTalk
	Twisted Pair
	.23 Mbps
	Linear Bus or Star

	Token Ring
	Twisted Pair
	4 Mbps - 16 Mbps
	Star-Wired Ring

	FDDI
	Fiber
	100 Mbps
	Dual ring


4.13 Compare the Network Protocols 

	Protocol
	Cable
	Speed
	Topology

	Ethernet
	Twisted Pair, Coaxial, Fiber
	10 Mbps
	Linear Bus, Star, Tree

	Fast Ethernet
	Twisted Pair, Fiber
	100 Mbps
	Star

	LocalTalk
	Twisted Pair
	.23 Mbps
	Linear Bus or Star

	Token Ring
	Twisted Pair
	4 Mbps - 16 Mbps
	Star-Wired Ring

	FDDI
	Fiber
	100 Mbps
	Dual ring

	ATM
	Twisted Pair, Fiber
	155-2488 Mbps
	Linear Bus, Star, Tree


5.0 Wide Area Network, Internet access and Remote connectivity
Wide Area Network (WAN) is a computer network that covers a broad area (i.e., any network whose communications links cross metropolitan, regional, or national boundaries). Or, less formally, a network that uses routers and public communications links. Contrast with personal area networks (PANs), local area networks (LANs), campus area networks (CANs), or metropolitan area networks (MANs) which are usually limited to a room, building, campus or specific metropolitan area (e.g., a city) respectively. The largest and most well-known example of a WAN is the Internet.

WANs [a] are used to connect LANs and other types of networks together, so that users and computers in one location can communicate with users and computers in other locations. Many WANs are built for one particular organization and are private. Others, built by Internet service providers, provide connections from an organization's LAN to the Internet. WANs are often built using leased lines. At each end of the leased line, a router connects to the LAN on one side and a hub within the WAN on the other. Leased lines can be very expensive. Instead of using leased lines, WANs can also be built using less costly circuit switching or packet switching methods. Network protocols including TCP/IP deliver transport and addressing functions. Protocols including Packet over SONET/SDH, MPLS, ATM and Frame relay are often used by service providers to deliver the links that are used in WANs. X.25 was an important early WAN protocol, and is often considered to be the "grandfather" of Frame Relay as many of the underlying protocols and functions of X.25 are still in use today (with upgrades) by Frame Relay.

Academic research into wide area networks can be broken down into three areas: Mathematical models, network emulation and network simulation.

Performance improvements are sometimes delivered via WAFS or WAN Optimization.

Transmission rate usually range from 1200 bits/second to 6 Mbit/s, although some connections such as ATM and Leased lines can reach speeds greater than 156 Mbit/s. Typical communication links used in WANs are telephone lines, microwave links & satellite channels.

Recently with the proliferation of low cost of Internet connectivity many companies and organizations have turned to VPN to interconnect their networks, creating a WAN in that way. Companies such as Cisco, New Edge Networks and Check Point offer solutions to create VPN networks.

The wide area network, often referred to as a WAN, is a communications network that makes use of existing technology to connect local computer networks into a larger working network that may cover both national and international locations. This is in contrast to both the local area network and the metropolitan area network, which provides communication within a restricted geographic area. Here is how the wide area network functions, and why it is so important to communications today.

The concept of linking one computer network with another is often desirable, especially for businesses that operate a number of facilities. Beginning with the local area network and going up to the wide area network, this is most easily accomplished by using existing telephony technology. Essentially, fiber optics are used to create the link between networks located in different facilities. Often, this means using standard phone lines, referred to as POTS, or employing PSTN (public switched telephone network) technology. During the 1990s, a third option, that of ISDN (integrated services digital network) solutions for creation a wide area network gained a great deal of popularity, mainly because the concept made it more cost effective to extend the network beyond national boundaries. 

With coverage in a broad area, a wide area network allows companies to make use of common resources in order to operate. For example, many retail drugstores make use of a wide area network as part of their support to customers who fill prescriptions with one of their stores. Once in the common customer database for the pharmacy, the client is free to fill a prescription at any of the company’s locations, even while vacationing in another state.

Companies also make good use of the wide area network as well. Internal functions such as sales, production and development, marketing and accounting can also be shared with authorized locations through this sort of broad area network application. The concept of a wide area network as a means of taking individual location based computer networks and using them to create a unified computer network for the entire corporation means that employees can work from just about anywhere. Should one facility be damaged or rendered inaccessible due to natural disaster, employees simply move to another location where they can access the unified network, and keep on working. 

The wide area network has made it possible for companies to communicate internally in ways never before possible. As a bonus, consumers can enjoy a number of benefits that vendors were not able to extend in the past. In this sense, the wide area network has brought everyone just a little bit closer. 

5.1 Internet Access
The Internet is a system of linked computer networks, international in scope, that facilitates data communication services such as remote login, file transfer, electronic mail, and newsgroups. The Internet is a way of connecting existing computer networks that greatly extends the reach of each participating system.

The Internet has only been available to the public since approximately the early 90's. It is the fastest growing communications medium in the history of communications in the world. A single web page can attract many thousands of visitors in a single day. Print advertisements, brochures and catalogues that you normally pay hundreds of dollars to create, print and distribute, can be re-created to adapt to the WWW for a fraction of the cost and can be left in place for ever. No more added costs associated with continuous re-printing and distribution.

Space on the Internet is far less costly than space in a newspaper or magazine, and there are no printing or mailing costs involved. Secure on line ordering provides your clients with the ease of being only a mouse click away from ordering your products from their own home or office. 

5.2 Internet Domain Name (URL)
Unified Resource Locator.(www.yourcompanyname.com.au). Every organisation that wants a web site up and running on the internet needs to purchase a Domain Name, which becomes registered as your URL.

5.2.1 http://
The Hyper Text Transfer Protocol is the set of rules for exchanging files, text, graphic images, sound, video and other multimedia material over the World Wide Web. 

5.2.2 HTML 
Hyper Text Markup Language, the coding language used to create hypertext documents (pages), for the World Wide Web. In HTML, a block of text can be surrounded with tags that indicate how it should appear (for example, in bold face or italics). Also in HTML, a word, a block of text, or an image can be linked to another file on the Web. HTML files are viewed with an Internet Browser, like Microsoft's Internet Explorer or Mozilla's Firefox. 

5.2.3 Web Browser
A web browser is a piece of software required to access web sites on the internet. Microsoft distribute a free web browser with their operating systems, called Microsoft Internet Explorer. There are many web browsers available on the Internet for free, like Mozilla's Firefox and Maxthon, the way we surf the web. Both of those browsers are what are known as tabbed browsers. They allow you to have many tabs open at the same time giving you the opportunity to surf the net on more than one screen at a time with only one instance of the browser running. 

5.2.4 A cookie
A small text file of information that certain Web sites attach to a user's hard drive while the user is browsing the Web site. A Cookie can contain information such as user ID, user preferences, shopping cart information, etc. Cookies can contain Personally Identifiable Information. Cookies do not harm a machine.

6.0 Internet Access
Internet access is available through your Internet Service Provider (ISP). Internet service providers give you access to the Internet, for which they charge a fee. There are many plans available, and depending on what you think your Internet usage may be, we can advise you free of charge whether to sign up for a dial up account (very slow), or a broadband account (very fast), depending on your computer and usage. 

6.1 Broadband
A transmission medium capable of supporting a wide range of frequencies, typically from audio up to video frequencies, on the same cable as your telephone. It can carry multiple signals by dividing the total capacity of the medium into multiple, independent bandwidth channels, where each channel operates only on a specific range of frequencies. 

7.0 Enterprise networking with windows 2003

Before you can enable Windows Server 2003 services such as DHCP, DNS, or Active Directory, or even communicate on most modern computer networks at all, you first need to configure the TCP/IP stack. Each TCP/IP-enabled device on your network requires at minimum an IP address and a subnet mask to communicate with other computers on the same local network.

To communicate across multiple networks or subnets, each device also requires a default gateway to route traffic to remote destinations. A Windows Server 2003 computer can have its IP address information assigned statically, or it can receive an IP address automatically from a Dynamic Host Configuration Protocol (DHCP) server.

In addition to this mandatory information, you can also configure Windows Server 2003

computers with the IP addresses of Windows Internet Name Service (WINS) and/or DomainName Service (DNS) servers to provide name resolution services. These services allow you to locate another computer on the network using a friendly name like COMPUTER1 or www.bua.com rather than needing to remember unwieldy (for human beings, at least) numeric IP addresses.

Windows Server 2003 is capable of using both DNS and NetBIOS name resolution to locate another host, and you can customize the behavior of each of these to improve the performance and security of a Windows Server 2003 server.

7.1 Using a Graphical User Interface

You’ll configure basic TCP/IP information in the graphical user interface (GUI) using the Network Connections Control Panel applet in the properties of the individual network interface this applet is built into all editions of Windows Server 2003. You can configure most basic TCP/IP information from this applet, including whether an IP address is statically or dynamically assigned, WINS and DNS information, and what alternate IP configuration a machine should use if it cannot locate a DHCP server.

7.2 Using a Command-Line Interface

One of the advantages of Windows Server 2003 is that you can perform a great deal of TCP/IP configuration from the command line using the netsh utility. This utility is a veritable goldmine, allowing you to configure settings relating to basic IP configuration, the Windows Firewall, routing and remote access, and more. We’ll return to netsh again and again throughout this cookbook, as well as ipconfig, which provides additional configuration options and informational output.

7.3 Using the Registry

The majority of the Registry settings that control TCP/IP configuration are found in the

following subkey: 
[HKEY_LOCAL_MACHINE\SYSTEM\Current Control Set\Services\Tcpip\Parameters\]

When configuring a setting that is specific to a particular network interface card (NIC)

installed in a server, you’ll use the subkey that corresponds to the globally unique identifier (GUID) of the interface. It might look something like this:

HKEY_LOCAL_MACHINE\SYSTEM\Current Control Set\

Services\Tcpip\Parameters\Interfaces\

{01B3816C-AB47-3E53-CB7C-88345293465}

To find the GUID that corresponds to a particular IP address in your computer, use the

WMI command-line tool (wmic) with the following syntax:

> wmic nicconfig get ipaddress,settingid
The Windows Internet Name Service (WINS) is one of Microsoft’s solutions to resolve computer names to their corresponding IP addresses. WINS is not a new technology; it was implemented in Windows NT 3.51 Server to facilitate name resolution when management of Lmhosts files became overwhelming.

WINS is one of the technologies that facilitates the “browsing” of a local area network to

view other computers and ultimately access their resources. This is most noticeable when a user goes into My Network Places on his or her workstation and sees a list of all computers in the local subnet (or on other subnets that have registrations on the WINS server).
In a typical Windows domain environment, workstations register with a WINS server at

boot time. They inform the WINS server that they are online and provide the computer name and respective IP address. In addition, administrators can create static WINS entries for systems that will not self-register.

Prior to the release of Windows 2000, NetBEUI was one of the two primary network protocols in use on Windows networks, the other being TCP/IP. NetBEUI is a lightweight, non-routable, broadcast-based protocol that requires little to no configuration. NetBEUI does not require the presence of WINS, since there are no IP addresses related to NetBIOS names.
Windows 2000 was released with much fanfare regarding its implementation of Active

Directory and Domain Name Service (DNS). Administrators were told that they no longer needed to implement NetBEUI on their networks, that NetBIOS would be gradually phased out, and that WINS broadcasts would become a “thing of the past.” All NetBIOS lookups would be replaced with pure DNS without any need for network broadcasts.
7.4 The Anatomy of a WINS Network

Many small- and medium-sized businesses consist of a single-subnet network. In this environment, any server can be configured as a WINS server. The TCP/IP configuration of workstations can include the IP address of a WINS server so that the workstations will register their NetBIOS computer name and IP address when they boot. 
The efficiency and redundancy of WINS networks can be enhanced by establishing multiple WINS servers, each of which can be configured to replicate another in a topology and over a time interval that is appropriate to the particular environment.

WINS replication is also important in environments that span multiple subnets, or even

multiple geographic sites. Rather than having to query a non-local WINS server, workstations will query the closest one, which in turn has received its data through replication with other WINS servers. Not only does this allow for more efficient communication (which is most important to the network administrator), but it allows end users to browse resources that are located on the distant subnets. This is helpful for businesses that contain a central office and multiple remote sites, for example. 
The overall network topology significantly affects WINS replication and network performance in general. You want replication to occur frequently enough so that network services will not be disrupted if a given WINS server is not available or does not contain the latest data, but not so often that it will become a disruption due to resource usage.
For small, non-routed LANs, bandwidth is not usually a major problem. In these environments, maintaining a persistent connection between servers and having replication occur relatively frequently will not produce a significant bottleneck in network communications. However, larger organizations that may have sites separated by a large geographic distance and that may be connected by slow or inefficient WAN links must pay much closer attention to the network traffic generated by any service that is in operation over the network.
To minimize network disruption, you should not enable persistent, WINS replication connections, and you should also consider increasing the interval at which replication occurs. For example, if you have one office in the United States and another in China, you may not need rapid replication. It may be sufficient to configure replication to occur only once or twice per day. In this chapter, we’ll cover these tasks and many more related to managing a WINS environment. 

Using a Graphical User Interface
All recipes that involve WINS management through a graphical user interface will refer to the WINS MMC snap-in utility, accessed from the Administrative Tools folder within the Start menu.
In addition, you can access it directly at %systemroot%\system32\winsmgmt.msc.

Using a Command-Line Interface In Windows Server 2003, the netsh command provides a command-line interface to manage

WINS. The command-line solutions will be based on netsh. This syntax is documented on the Microsoft website and can be viewed by issuing the netsh help

command.

To access the netsh interface for the local server, open a command prompt and issue the following commands, either one per line or all on a single line:

> netsh

> wins

> server

You can also connect to other WINS servers by appending the IP address or the server

name to the third line, like this:

> server 10.0.0.2

or this:

> server \\WINS1

Additionally, you can view the full syntax of the netsh wins commands by appending /? At the end of any statement. For example, netsh wins server /? will bring up the detailed syntax of this command.

Only administrators on the WINS server are able to modify WINS settings through netsh

wins. If you want to provide a user with read-only access to WINS via netsh wins, add the user to the server’s WINS Users group.

7.5 Using the Registry

There are a number of entries in the Windows Registry that will allow you to modify parameters needed to configure WINS, with the exception of replication-related parameters. All entries are located at 
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Wins\Parameters

We provide the usual warning when editing the Registry: do so with care. Modifying the

Registry incorrectly can leave your server in an unusable state.

Using VBScript

Unfortunately, there is not a built-in scripting interface through which to administer WINS at  the server level. However, you can call the netsh wins command-line functions from a VBScript using the following syntax:
' This code will instantiate a WSH object and execute the desired command.

' ------ SCRIPT CONFIGURATION ------

' Enter the desired netsh wins command between the quotation marks,

' as in the example below

strCommand = "netsh wins server init scavenge"

' ------ END CONFIGURATION ---------

set objShell = CreateObject("WScript.Shell")

set objExec = objShell.Exec(strCommand)

' Run in a loop while the command is executing

Do While objExec.Status = 0

WScript.Sleep 1000

Loop

' Delete the objects from memory once the command is completed.

Set objExec = Nothing

Set objShell = Nothing

8.0 Routing and Remote Access Services (RRAS)
It was officially born in 1996 when Microsoft released the service to replace the more basic Remote Access Service (RAS) in Windows NT 4.0.
As its name implies, RRAS provides services for network routing and remote access.

Remote access services are an integral part of RRAS, Remote access services come in many forms. Generally, remote access refers to any method that an end user can employ to connect to a non-local site. 
• An end user manually establishes a remote connection in order to access data on the

remote network. The end user may be at home, at an airport, or at a customer’s business location.
• Two remote sites are connected by a dedicated or on-demand link. No end user intervention is required to establish or restore the link.

In today’s computing environment, with so much emphasis placed on Internet access,

security has (or should) become a driving factor in any network implementation. Whether your users and administrators select a remote-control solution, such as Microsoft’s Remote Desktop, Terminal Services, or Symantec’s pcAnywhere, the implementation must be considered with security in mind in order to reduce the risk of unauthorized intrusion, data or identity theft, or any compromise of the internal (trusted) network. 

Creating virtual private networks (VPNs) is one method that can be used to secure remote connections. VPNs are frequently described as “tunnels” through an untrusted network (typically the Internet) that securely connect two points. These endpoints include the end user requesting the remote access and the RRAS server providing the service; it may alternatively consist of two RRAS servers connected to each other through the Internet.
VPNs operate over one of two protocols: Point-to-Point Tunneling Protocol (PPTP) or

Layer-2 Tunneling Protocol (L2TP). Microsoft RRAS supports both protocols. In general, PPTP connections are easier for an end user to configure, but they are less secure than L2TP connections due to the fundamental design of the protocol. As a system administrator, you should consider which implementation is best for you by identifying not only the systems you are trying to protect, but also from what or whom you are trying to protect them, and what the implications are for your organization if these systems are compromised.

8.1 Using a Graphical User Interface

All recipes that involve RRAS management through a graphical user interface will refer to the Routing and Remote Access MMC snap-in, accessed from the Administrative Tools folder within the Start menu. In addition, you can access it directly at 
%systemroot%\system32\rrasmgmt.msc.

8.2 Using a Command-Line Interface

In Windows Server 2003, the netsh ras command provides a command-line interface for

managing RRAS. To access the netsh ras interface for the local server, open a command prompt and issue the following command:

> netsh ras

To access the help menu for the netsh ras syntax, just append the help parameter to

the command:

> netsh ras help

8.3 Using the Registry

There are a number of entries in the Windows Registry that will allow you to modify parameters needed to configure remote access services. All entries are located at:
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\RemoteAccess\

As usual, edit the Registry with care. Changing a value or key incorrectly can leave your

server in an unusable state.

The Internet Authentication Service (IAS) is the Microsoft Remote Authentication Dial-In

User Service (RADIUS) server implementation, which can serve as both a RADIUS server and a RADIUS proxy. When configured as a RADIUS server, IAS can perform authentication (determining the identity of a user), authorization (determining what a user is allowed to access), and accounting (keeping track of a user’s actions) for different types of network access. IAS can be used to configure and secure wireless local area networks (WLANs), as well as virtual private network (VPN) connections. In addition, you can use IAS to create a “quarantine” zone that will prevent remote clients from accessing your network until they have passed certain health checks, such as verifying patch levels and the status of antivirus software. You can also configure

IAS to function as a RADIUS proxy, which means that IAS can forward authentication requests and accounting information to other RADIUS servers located elsewhere on your network.
IAS supports a number of authentication algorithms, ranging from unauthenticated

access to Challenge Handshake Authentication Protocol (CHAP), MS-CHAP, MS-CHAPv2, and the Extensible Authentication Protocol (EAP), which allows for smart card and certificatebased authentication. You can configure both remote access policies and connection request policies to control whether incoming connection requests are permitted or denied, and what type of information is passed on to other RADIUS servers when IAS is configured as a RADIUS proxy.

8.4 Using a Graphical User Interface

When you install IAS on a Windows Server 2003 computer, the IAS MMC snap-in is automatically added to the Administrative Tools folder of the local computer. This snap-in is a “one-stop shop” for administering IAS. You can use it to start and stop the IAS service; create, modify, and delete RADIUS clients and server groups; and configure all aspects of the IAS service.

8.5 Using a Command-Line Interface

As with most of the technologies discussed in this book, the primary command-line utility used to configure IAS is netsh, using the netsh aaaa context. The most important task that this context allows you to perform is importing and exporting IAS configuration information from one server to another. In addition, you can configure RADIUS clients at the command line using the addradiusclients.exe utility. 
Networking with UNIX-type of Operating Systems (AIX 5L)

One of the most important aspects of the modern business machine is the

network connectivity. With small businesses setting up networks that range from

two or three workstations through global corporations that connect tens of

thousands of workstations to hundreds of servers, often of different platforms, it

is critical to understand the differences between the different protocols and

interfaces. It is not uncommon for businesses to have various platforms, each

running a different network protocol and interfacing with the other systems

through an intermediate system.

8.7 Networking basics

The most common way of describing a network is the International Standards

Organization's Open Systems Interconnection (OSI) Reference Model, also

referred to as the OSI seven-layer model. The seven layers of the OSI model are

as follows:

7 Application

6 Presentation

5 Session

4 Transport

3 Network

2 Data Link

1 Physical

Levels 1 through 3 are network specific, and will differ depending on what

physical network you are using. Levels 4 through 7 comprise

network-independent, higher level functions. Each layer describes a particular

function (instead of a specific protocol) that occurs in data communications. The

seven layers function in order from highest to lowest are defined as follows:

· Application Comprises the applications that use the network.

· Presentation Ensures that data is presented to the applications in a

consistent fashion.

· Session Manages the connections between applications.

· Transport Ensures error-free data transmission.

· Network Manages the connections to other machines on the


network.
· Data Link Provides reliable delivery of data across the Physical


Layer (which is usually inherently unreliable).
· Physical Describes the physical media of the network. For

example, the GigaBit Ethernet cable is part of the Physical Layer.

While the OSI Reference Model is useful for discussing networking concepts,

many networking protocols do not closely follow the OSI model. For example,

when discussing Transmission Control Protocol/Internet Protocol (TCP/IP), the

Application and Presentation Layer functions can be combined into a single level,

as can the Session and Transport Layers, as well as the Data Link and Physical

Layers.
Each layer in the OSI model defines a communications protocol with the

corresponding layer on the remote machine. The layers pass data only to the

layers immediately above and below. As shown in Figure 8.7, each layer adds its

own header (and, in the case of the Data Link Layer, footer) information,

effectively encapsulating the information received from the higher layers.

Ethernet and token-ring are the most common network interfaces; however,

there are others that exist.
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Figure 8.7
Token-ring, originally developed by IBM, uses a token-passing mechanism to

regulate traffic on the ring. It is defined by the IEEE 802.5 standard.

Ethernet is a broadcast-based protocol that uses collision detection and

avoidance for network traffic regulation. Ethernet, defined by the IEEE 802.3

standard, was originally developed by the Xerox Palo Alto Research Center.

FDDI is similar to token-ring in that it also passes a token over a ring, except that

it is a fiber optic ring.
Serial Line Internet Protocol (SLIP) and Point-to-Point Protocol (PPP) are

protocols that use serial ports and modems to communicate.

Asynchronous Transfer Mode (ATM) is a full duplex cell-switching protocol that

supports end-to-end connections.

Ethernet is the most popular type of network in the world. It is popular because it

is easy to implement, and the cost of ownership is relatively lower than that of

other technologies. It is also easy to manage, and the Ethernet products are

readily available.

9.0 Access method

Hosts send messages on an Ethernet LAN using a Network Interface Layer

protocol, with carrier sense and multiple access with collision detect (CSMA/CD).

The CSMA/CD ensures that all devices communicate on a single medium, but

that only one transmits at a time, and that they all receive simultaneously. If two

devices try to transmit at the same instant, the transmit collision is detected, and

both devices wait a random period before trying to transmit again using a backoff

algorithm. 
9.1 Fast Ethernet

The Fast Ethernet, or the IEEE 802.3u standard, is 10 times faster than the 10

Mbps Ethernet. The cabling used for Fast Ethernet is 100BaseTx, 100BaseT4

and the 100BaseFx. The framing used in Fast Ethernet is the same as that used

in Ethernet. Therefore, it is very easy to upgrade from Ethernet to Fast Ethernet.

Because the framing and size are the same as that of Ethernet and the speed

has been increased 10 times, the length of the network must be reduced, or else

the collision would not be detected and would cause problems to the network.

9.2 Gigabit Ethernet

The Gigabit Ethernet, or IEEE 802.3z standard, is 10 times faster than the Fast

Ethernet. To accelerate speeds from 100-Mbps Fast Ethernet to 1 Gbps, several

changes need to be made to the physical interface. It has been decided that

Gigabit Ethernet will look identical to Ethernet from the Data Link Layer upward.

The physical media can be either a copper cable, but with shorter lengths, or a

fiber optic cable.

9.3 Asynchronous Transfer Mode (ATM)

ATM is a high performance, cell-switching, connection-oriented technology. In

ATM networks, end stations attach to the network using dedicated full-duplex

connections. ATM can be used for voice and video as well as multimedia

applications. Figure 9.3 shows an example of how to set up a network using

ATM
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Figure 9.3 A representative ATM network

9.4 TCP/IP over ATM

The Internet Engineering Task Force RFC1577: Classical IP and ARP over ATM

standard specifies the mechanism for implementing Internet Protocol (IP) over

ATM. Since ATM is connection-oriented technology and IP is a datagram-oriented technology, mapping the IP over ATM is not trivial.

In general, the ATM network is divided into logical IP subnetworks (LISs). Each

LIS is comprised of some number of ATM stations. LISs are analogous to

traditional LAN segments and are interconnected using routers. A particular

adapter (on an ATM station) can be part of multiple LISs. This feature may be

very useful for implementing routers.

RFC1577 specifies RFC1483, which specifies Logical Link Control/Sub-Network

Access Protocol (LLC/SNAP) encapsulation as the default. In Permanent Virtual

Circuits (PVC) networks for each IP station, all PVCs must be manually defined

by configuring VPI:VCI (VP and VC identifiers) values. If LLC/SNAP encapsulation is not being used, the destination IP address associated with each VPI:VCI must be defined. If LLC/SNAP encapsulation is being used, the IP station can learn the remote IP address by an InARP mechanism. For Switched Virtual Circuits (SVC) networks, RFC1577 specifies an ARP server per LIS. The purpose of the ARP server is to resolve IP addresses into ATM addresses without using broadcasts. Each IP station is configured with the ATM address of the ARP server. IP stations set up SVCs with the ARP server, which in turn sends InARP requests to the IP stations. Based on the InARP reply, an ARP server sets up IP-to-ATM address maps. IP stations send ARP packets to the ARP server to resolve addresses, which returns ATM addresses.

IP stations then set up an SVC to the destination station and data transfer

begins. The ARP entries in IP stations and the ARP server age are based on a

well-defined mechanism. For both the PVC and SVC environments, each IP

station has at least one virtual circuit per destination address.

The TCP/IP and ARP services would need to be started for ATM to work.

9.5 Network media

Every transmission standard has some restrictions related to hardware

capability. Even the quality of the cables can dictate the quality of the network

solution.

9.5.1 10Base2

This is the lowest-cost form of networking. The system uses a BNC connector

and needs to be terminated on both ends of the cable, irrespective of the number

of users between the two termination points. One disadvantage is that if there is

a problem anywhere in the network, it is very difficult to localize the problem to a

specific segment to correct the problem. Below are some limitations for 10Base2

networks:

· The maximum length per segment is 185 meters or 607 feet.

· Maximum of 30 nodes per unrepeated network segment.

· Runs on RG-58 (thin coaxial) cable. Coax cable may require terminator


resistors.

· Connects using BNC connectors.

9.5.2 10Base5

This standard runs on a thicker coaxial cable than 10Base2 and is better suited

for the network backbone rather than the actual user segments. Below are some

limitations for 10Base5 networks:

_ Maximum length per segment is 500 meters or 1640 feet.

_ Maximum of 100 users/devices per unrepeated network segment.

_ Runs on RG-8 coaxial (thicknet) cable. Coax cable may require terminator

resistors and disconnecting a coax cable may have negative consequences

on the entire network.

_ Connects using AUI connectors.

9.5.3 10BaseT

This is normally the best price versus performance option. It is a bit more

expensive than either 10Base2 or 10Base5; however, the termination is done

either on the network card or the hub, which makes reliability and scalability

simpler. Below are some limitations for 10BaseT networks:

_ Maximum length is 150 meters or 492 feet per segment, depending on cable

specifications.

_ Maximum of 1024 nodes per network.

_ Runs on unshielded twisted pair (UTP) cable.

_ Connects using RJ-45 connectors.

9.5.4 10BaseF

Using fiber optic is the most expensive option when setting up a network. Fiber

optic cable has an advantage of being able to be run next to electrical lines

because of lack of electromagnetic interference. This option will mostly be used

when connecting two buildings to the same LAN, because it is not feasible to use

it within a standard office environment. Even though a maximum of 2 kilometers

can be reached per segment, this can depend on the equipment being used.

Below are some limitations for 10BaseF networks:

_ A maximum length of 2000 meters or 6562 feet per segment depending on

equipment being used.

_ Maximum of 1024 users/devices per network. This is the Ethernet user/device

limit.

_ Runs on fiber optic cable.

_ Rough handling can affect fiber optic cable.

9.5.5 100BaseFx

The fiber optic version of 100BaseFx is also a rather expensive solution for

networking in a small LAN environment, but could be used to connect two or

more buildings on one site together. Below are some limitations for 100BaseFx

networks:

· A maximum length of 500 meters or 1640 feet per segment depending on


equipment being used.

· Maximum of 1024 users/devices per network. This is the Ethernet user/device


limit.

· Runs on fiber optic cable.

· Rough handling can affect fiber optic cable.

9.5.6 100BaseTx

This standard is compatible with the 10BaseT, so it has become the most popular

of the 100 Mbps standards. This makes it a less expensive option for

implementation, since an existing network structure can be used to upgrade to

the faster standard. Below are some limitations for 100BaseTx networks:

· Maximum length up to 150 meters or 492 feet per segment, depending on


cable specifications.

· Maximum of two nodes per segment and 1024 nodes per network.

· Runs on unshielded twisted pair (UTP) cable.

· Connects using RJ-45 connectors.

9.5.7 100BaseT4

Although the 100BaseT4 is similar to the 100BaseT, it uses a four-pair twisted

pair cable instead of the two-pair twisted pair of the 100BaseT standard and is

not compatible with 10BaseTx. This incompatibility has ensured that it is not

widely used. Below are some limitations for 100BaseT4 networks:

· Runs on unshielded four pair (UTP) cable.

· Connects using RJ-45 connectors.

9.5.8 The differences between the cables

When a cable is categorized as a cat 3 or cat 5, this refers to the transmission

speed ratings of the cables (cat 5 being the fastest). Below are the main

differences between the cables:

· Category 1 = No performance criteria

· Category 3 = Rated to 16 Mbps (used for 10BaseT, 100BaseT4)

· Category 4 = Rated to 20 Mbps (used for token-ring, 10BaseT)

· Category 5 = Rated to 100 Mbps (used for 100BaseTx, 10BaseT)

9.5.9 Ethernet frame types

There are two different Ethernet frame types: Ethernet II (also known as

Standard Ethernet) and IEEE 802.3. They differ in the way that each frame

identifies the upper layer protocol. Ethernet II uses a TYPE value for the

identification and IEEE 802.3 uses a data LENGTH indicator.

Both Ethernet II and 802.3 can use the same physical component for

communication. There are four transmission speeds and they are 10 Mbps, 100

Mbps, 1000 Mbps (Gigabit) and the new 10000 Mbps (10 Gigabit) standard.

9.5.11 The 10 Mbps standards

Below are some cable standards for 10 Mbps networks:

· 10Base2 runs over a thin 50 ohm baseband coaxial cable. It is also known as


thin-Ethernet.

· 10Base5 runs over standard 50 ohm baseband coaxial cable.

· 10BaseF runs over fiber optic cable.

· 10BaseT runs over unshielded twisted-pair cable.

9.5.12 The 100 Mbps standards (also known as Fast Ethernet)

Below are some cable standards for 100 Mbps networks:

· 100BaseFx runs over a fiber optic cable.

· 100BaseT4 runs over a four-pair twisted-pair cable.

· 100BaseTx (also known as 10Base100) runs over a two-pair twisted-pair


cable.

9.5.13 The 1000 Mbps (Gigabit) standard

Below are some cable standards for 1000 Mbps networks:

· 1000BaseT runs over unshielded twisted-pair cable.

· 1000BaseCX/LX/DX runs over a fiber optic cable.

The most commonly used frame type is Ethernet II, although some systems use

the IEEE 802.3.

10.0 Hubs, bridges, switches, and routers

There are various ways to connect a network together as described below.

10.1 Hubs

A hub is a common connection point for devices in a network. Hubs are

commonly used to connect segments of a LAN. A hub contains multiple ports.

When a packet arrives at one port, it is copied to the other ports so that all

segments of the LAN can see all packets.

A passive hub simply serves as a conduit for the data, enabling it to go from one

device (or segment) to another. So-called intelligent hubs include additional

features that enable an administrator to monitor the traffic passing through the

hub and to configure each port in the hub. Intelligent hubs are also called

manageable hubs.

A third type of hub, called a switching hub, actually reads the destination address

of each packet and then forwards the packet to the correct port.

10.2 Bridges

A bridge is a device that connects two local area networks (LANs) or two

segments of the same LAN. The two LANs being connected can be similar or

dissimilar. For example, a bridge can connect an Ethernet with a token-ring

network.

Unlike routers, bridges are protocol-independent. They simply forward packets

without analyzing and re-routing messages. Consequently, they are faster than

routers, but also less versatile.

10.3 Switches

A switch is a device that filters and forwards packets between LAN segments.

Switches operate at the Data Link Layer (layer 2) of the OSI Reference Model

and therefore support any packet protocol. LANs that use switches to join

segments are called switched LANs or, in the case of Ethernet networks,

switched Ethernet LANs.

10.4 Routers

A router is a device that connects any number of LANs.

Routers use headers and a forwarding table to determine where packets go, and

they may communicate with each other in order to configure the best route

between any two hosts.

Very little filtering of data is done through routers. Routers do not care about the

type of data they handle.

10.5 Switched and non-switched 10BaseT systems

The following section discusses the main differences between non-switched

10BaseT networks using hubs and switched 10BaseT systems.

To understand why switches provide more functionality than hubs, a fundamental

limitation of (non-switched) Ethernet should be understood. There can only be

one device transmitting on a segment at any given time. If two or more devices

attempt to transmit at the same time, a collision occurs. (An Ethernet segment

where only one conversation can occur is called a collision domain.) After a

collision, all devices must retransmit. As the number of devices on an Ethernet

segment increases, the probability for collisions increase. Because devices must

spend more time retransmitting data, the network is perceived to be slow.

10.6 Non-switched 10BaseT networks using hubs and repeaters

Before the advent of switches, a network could be divided into segments with a

device called a bridge. Bridges have two Ethernet ports. As traffic flows through

a network, a bridge learns which devices (identified by the MAC or hardware

address) are on each side. The bridge then makes decisions to forward or not

forward each packet to the other side based on where the destination device is

located. A bridge thus divides a network into two collision domains, allowing two

independent conversations to occur. If a bridge is placed intelligently, for example

separating two departments and their respective file servers, they can improve

network efficiency.

On non-switched networks, small mini-hubs may still be appropriate for offices

where there are not enough jacks for every device.

10.6 Switched 10BaseT networks using switches

Hubs do no processing on network traffic; they simply repeat the incoming signal

to all available ports. On a switch, every port acts as a bridge. If each switch port

is connected to a single device, each device can, in principle, act independently

of every other device.

For example, consider a switch with the following devices attached:

· Computer 1

· Computer 2

· Computer 3

· Printer

· File server

· Uplink to the Internet

In this case, computer 1 could be printing a document, while computer 2

connects to a file server, while computer 3 accesses the Internet. Because the

switch intelligently forwards traffic only to the devices involved, there can be

multiple independent simultaneous conversations.

10.7 Network protocols

All communications software uses protocols, sets of semantic and syntactic rules

that determine the behavior of functional units in achieving communication.

Protocols define how information is delivered, how it is enclosed to reach its

destination safely, and what path it should follow. Protocols also coordinate the

flow of messages and their acknowledgments.

Protocols exist at different levels within a UNIX kernel and cannot be directly

manipulated. However, they are indirectly manipulated by what the user chooses

to do at the application programming interface (API) level. The choices a user

makes when invoking file transfer, remote login, or terminal emulation programs

define the protocols used in the execution of those programs.

There are various protocols available. With the Internet being so popular, the

most common is TCP/IP, which is a combination of TCP and IP protocols.

To help understand the interaction between the different protocols and the layer

on which they work, refer to Figure 10.7. This is the TCP/IP protocol suite, as this

is the most common protocol being used.
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Figure 10.7
Address Resolution Protocol

Each network adapter has assigned a unique hardware address and the

Hardware Layer uses them in order to define the destination of each network

message within the same LAN. The ARP protocol is used to translate Internet

addresses into the hardware addresses on local area networks. Unlike most

protocols, ARP packets do not have fixed-format headers. Instead, the message

is designed to be used with a variety of network technologies. ARP is not used in

point-to-point connections (for example Serial Line Internet Protocol (SLIP) or

Serial Optical Channel Converter) since the destination of messages at the

Hardware Layer is always the same.

The kernel maintains an IP address to hardware address translation table, and

the ARP is not directly available to users or applications. When an application

sends an Internet packet to one of the interface drivers, the driver requests the

appropriate address mapping in order to define the destination from the

Hardware Layer point of view. If the mapping is not in the table, an ARP

broadcast packet is sent through the requesting interface driver to the hosts on

the local area network. When any host that supports ARP receives an ARP

request packet, it notes the IP and hardware addresses of the requesting system

and updates its mapping table. If the receiving host does not match the

requested IP address, it discards the request packet, otherwise it sends a

response packet to the requesting system, containing its own hardware address.

The requesting system learns in this way the new IP to hardware address

mapping and stores it in the translation table.

Entries in the ARP mapping table are deleted after 20 minutes, while incomplete

entries (ARP requests not answered) are deleted after three minutes. A

permanent entry can be made in the ARP mapping tables using the arp

command. The ARP cache works similar to a processor cache, using set

associativity to determine cache replacement. Using the no command, it is

possible to adjust the ARP table size if the number of systems on a subnet is

very high.

10.8 Internet Control Message Protocol

The Internet Control Message Protocol (ICMP) is used to report communication

errors or to test reachability from the source to the destination host. The ping

command, for example, uses ICMP messages. ICMP uses the basic support of

IP as though ICMP were a higher level protocol; however, ICMP is actually an

integral part of IP and must be implemented by every IP module.

11.0 Internet Protocol

The Internet Protocol (IP) provides unreliable, connectionless packet delivery for

the Internet. IP is connectionless because it treats each packet of information

independently. It is unreliable because it does not guarantee delivery or have

error recovery (that is, it does not require acknowledgments from the sending

host, the receiving host, or intermediate hosts). It does provide basic flow control.

11.1 Simple Network Management Protocol

The Simple Network Management Protocol (SNMP) is a protocol for remotely

performing administrative functions on a device.

11.2 Network Time Protocol

The Network Time Protocol (NTP) is available only in AIX Version 4.2 or later

versions. It provides clock synchronization with time servers.

11.3 User Datagram Protocol

The User Datagram Protocol (UDP) is an unreliable user-level transport protocol

for transaction-oriented applications. It handles datagram sockets and uses the

IP for network services. It is up to the application that uses UDP to ensure

transport reliability.

11.4 Transmission Control Protocol

TCP provides reliable stream delivery of data between Internet hosts. Like UDP,

TCP uses the Internet Protocol, the underlying protocol, to transport datagrams,

and supports the block transmission of a continuous stream of datagrams

between process ports. Unlike UDP, TCP provides reliable message delivery.

TCP ensures that data is not damaged, lost, duplicated, or delivered out of order

to a receiving process. This assurance of transport reliability keeps applications

programmers from having to build communications safeguards into their

software.

11.5 Point-to-Point Protocol (PPP)

The Point-to-Point Protocol (PPP) is an open protocol for wide area network

TCP/IP connectivity that can support both dial and leased lines. It can also be

used to extend an enterprise intranet across multiple locations. PPP is a more

robust alternative to Serial Line Internet Protocol  when used as a dial-up

protocol.

Point-to-point circuits in the form of asynchronous and synchronous lines have

long been the mainstay for data communications.

11.5.1 PPP has three main components:
· A method for encapsulating datagrams over serial links.

· A Link Control Protocol (LCP) for establishing, configuring, and testing the


data-link connection.

· A family of Network Control Protocols (NCPs) for establishing and configuring

different Network Layer protocols. PPP is designed to allow the simultaneous

use of multiple Network Layer protocols.

PPP differentiates between client and server. This operating system can act as

both a client and a server. The distinction is made to simplify configuration. PPP

servers tend to allocate a pool of IP addresses among the connections that are

being made. There is some correlation between the media devices. This

implementation of PPP breaks this correlation. All server PPP connections are

allocated on a first-available basis. This facilitates the separation of PPP from the

media. The attachment process must request to be linked to the proper type of

link. PPP links use a pool of IP addresses, so normal IP traffic can be confused

with PPP IP addresses. It is recommended that PPP use a unique set of unused

IP addresses and a machine with PPP active not have other services started.

12.0 Network adapters

In AIX, TCP/IP networking is supported by several network adapter cards and

connections, including:
· Ethernet adapters (10/100 MBps) (either built-in or adapter cards)

· Gigabit Ethernet

· Token-ring

· Fiber Distributed Data Interface (FDDI)

· Asynchronous Transfer Mode (ATM) Turboways 100/155

· Asynchronous adapters and native serial ports

· Serial Optical Channel Converter

12.1 Adding a network adapter

When an adapter is added to the system, a logical device is created in the ODM,

for example Ethernet adapters, as follows:

# lsdev -Cc adapter | grep ent

ent0 Available 10-80 IBM PCI Ethernet Adapter (22100020)

ent1 Available 20-60 Gigabit Ethernet-SX PCI Adapter (14100401)

A corresponding network interface will allow TCP/IP to use the adapter. For

auto-detectable adapters, such as Ethernet and token-ring, the network interface

is automatically created. For other types (for example, ATM), an interface might

need to be manually created.

To configure the new network interface, use the SMIT command smit mkinet.

To load additional drivers, if required, use the smit installp command.

12.2 AIX location codes

In the following, the AIX location codes are described for the purpose of

identifying the location of network adapters on your system. The AIX location

code is a way of identifying physical devices. The actual location code values

vary among the different server architecture types such as MCA, PCI RSPC, and

PCI CHRP, but the same format is used.

The location code consists of up to four fields of information depending on the

type of device. The basic formats of the AIX location codes are:

AB-CD-EF-GH For planars, adapters and any non-SCSI devices

AB-CD-EF-G,H For SCSI devices/drives

For planars, adapter cards, and non-SCSI devices, the location code is defined

as:

· AB : The AB value identifies a bus type or PCI parent bus as assigned by

      the firmware.

· CD : The CD value identifies adapter number, adapter's devfunc number

or physical location. The devfunc number is defined as the PCI

device number times 8 plus the function number.

EF : The EF value identifies the connector ID used to identify the

adapter’s connector that a resource is attached to.

GH : Identifies a port, address, device, or field replaceable unit (FRU).

Adapters such as network adapters and network cards are identified with just

AB-CD.

The possible values for AB are:

00 : Processor bus

01  : ISA bus

02 : EISA bus

03 : MCA bus

04 : PCI bus (used in the case where the PCI bus cannot be identified)

05 : PCMCIA buses

xy : For PCI adapters where x is equal to or greater than 1. The x and y

are characters in the range of 0-9, A-H, J-N, P-Z (O, I, and lowercase

are omitted) and are equal to the parent bus's ibm, aix-loc Open

Firmware Property.

The possible values for CD depend on the adapter/card:

PCI adapters/cards CD : is the device's devfunc number. The C and D are

characters in the range of hexadecimal numbers 0-F.

Pluggable ISA adapters CD : is equal to the order the ISA cards are

defined/configured either by SMIT or the ISA Adapter

Configuration Service Aid.

Integrated ISA adapters CD : is equal to a unique code identifying the ISA

adapter. In most cases this is equal to the adapter's

physical location code. In cases where a physical

location code is not available, CD will be FF.

To identify the adapter location, list the adapters on the system using the lsdev
command, as follows:

# lsdev -Cc adapter

ppa0 Available 01-R1 Standard I/O Parallel Port Adapter

sa0 Available 01-S1 Standard I/O Serial Port

sa1 Available 01-S2 Standard I/O Serial Port

sa2 Available 01-S3 Standard I/O Serial Port

siokma0 Available 01-K1 Keyboard/Mouse Adapter

fda0 Available 01-D1 Standard I/O Diskette Adapter

scsi0 Available 10-60 Wide SCSI I/O Controller

tok0 Available 10-68 IBM PCI Tokenring Adapter (14103e00)

ent0 Available 10-80 IBM PCI Ethernet Adapter (22100020)

mg20 Available 20-58 GXT130P Graphics Adapter

ent1 Available 20-60 Gigabit Ethernet-SX PCI Adapter (14100401)

scsi1 Available 30-58 Wide SCSI I/O Controller

sioka0 Available 01-K1-00 Keyboard Adapter

sioma0 Available 01-K1-01 Mouse Adapter

The network adapters on this system are tok0 (a PCI token-ring adapter card

with location code 10-68), ent0 (a built-in Ethernet adapter with location code

10-80), and a PCI Gigabit Ethernet adapter card with location code 20-60. Using

the location table, it is possible to see that the Gigabit Ethernet adapter card is

located in the 64-bit PCI slot 2. The token-ring adapter card is located in 32-bit

PCI slot 3.

The lscfg command displays configuration, diagnostic, location and vital product

data (VPD) information about the system. Below is an example of the lscfg

command:

# lscfg

INSTALLED RESOURCE LIST

The following resources are installed on the machine.

+/- = Added or deleted from Resource List.

* = Diagnostic support not available.

Model Architecture: chrp

Model Implementation: Multiple Processor, PCI bus

+ sys0 System Object

+ sysplanar0 System Planar

* pci1 P1 PCI Bus

* pci6 P1 PCI Bus

+ ent0 P1/E1 IBM 10/100 Mbps Ethernet PCI Adapter (23100020)

* pci7 P1 PCI Bus

+ scsi2 P1-I8/Z1 Wide/Ultra-2 SCSI I/O Controller

+ hdisk2 P1-I8/Z1-A8 16 Bit LVD SCSI Disk Drive (9100 MB)

+ hdisk3 P1-I8/Z1-A9 16 Bit LVD SCSI Disk Drive (9100 MB)

+ ses0 P1-I8/Z1-Af SCSI Enclosure Services Device

.....

.....

.....

12.3 Removing a network adapter

To remove a network adapter you first have to remove the network interfaces and

remove the adapter device afterwards.

For an ent1 Ethernet adapter, perform the following steps (remember that both

ent1 and et1 exists):

1. List the adapter:.

# lsdev -Cl ent1

ent1 Available 04-D0 IBM PCI Ethernet Adapter (22100020)

2. List the network interface definition:

# lsdev -Cl en1

en1 Available Standard Ethernet Network Interface

3. Bring the interface down:

# ifconfig en1 down

4. Delete the network interface definition for the adapter:

# ifconfig en1 detach

5. Delete the network interface driver for the adapter:

# rmdev -l en1 -d

en1 deleted

# rmdev -l ent1 -d

ent1 deleted

After this, you can shut down, power off the system, and physically remove the

adapter, or, if you are using a PCI hot-swap slot, deactivate the PCI slot and

remove the adapter while the system is running.

13.0 Network drivers

To verify which driver for your adapter is installed in your system, verify your

network adapter type using the lsdev command and check the device ID of the

adapter, which is the number in brackets after the adapter description. Search for

the corresponding LPP using the lslpp command. The following example shows

how to retrieve driver information for a Gigabit Ethernet Adapter:
# lsdev -Cc adapter | grep ent

ent0 Available 10-80 IBM PCI Ethernet Adapter (22100020)

ent1 Available 20-60 Gigabit Ethernet-SX PCI Adapter (14100401)

# lslpp -l | grep 14100401

devices.pci.14100401.diag 4.3.3.0 COMMITTED Gigabit Ethernet-SX PCI

devices.pci.14100401.rte 4.3.3.10 COMMITTED Gigabit Ethernet-SX PCI

devices.pci.14100401.rte 4.3.3.0 COMMITTED Gigabit Ethernet-SX PCI

You can use the lppchk command to verify that files for an installable software

product (fileset) match the Software Vital Product Data (SWVPD) database

information for file sizes, checksum values, or symbolic links. For example, to

verify that all filesets have all required prerequisites and are completely installed,

enter:

# lppchk -v

13.1 Missing driver

If the new hardware is not listed when using the lsdev command (for example,

lsdev -Cc adapter), you can determine the missing software by running cfgmgr

from a command window. The cfgmgr command will display a warning and

indicate the missing driver filesets:

# cfgmgr

cfgmgr: 0514-621 WARNING: The following device packages are required for

device support but are not currently installed.

devices.pci.token-ring:devices.pci.14101800:devices.pci.IBM.42H0658:devices.pci

.

IBM.25H3037:devices.pci.IBM.38H5818

Install the missing driver software and re-run cfgmgr or insert the first AIX CD

and run cfgmgr -i /dev/cd0. If cfgmgr does not display a warning message, the

adapter device was created using the correct driver.

13.2 Network driver attributes

To see the actual driver setting or list of attributes of a network driver, use the

lsattr command. This will list all the available driver attributes names with their

current values and a description of the purpose of the attribute. Each driver

attribute has a flag indicating if the attribute is changeable or not.
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# lsattr -E -l ent1

busmem 0x3cfec000 Bus memory address False

busintr 7 Bus interrupt level False

intr_priority 3 Interrupt priority False

rx_que_size 512 Receive queue size False

tx_que_size 512 Software transmit queue size True

jumbo_frames no Transmit jumbo frames True

use_alt_addr no Enable alternate ethernet address True

alt_addr 0x000000000000 Alternate ethernet address True

trace_flag 0 Adapter firmware debug trace flag True

copy_bytes 256 Copy packet if this many or less bytes True

tx_done_ticks 1000000 Clock ticks before TX done interrupt True

tx_done_count 64 TX buffers used before TX done interrupt True

receive_ticks 50 Clock ticks before RX interrupt True

receive_bds 6 RX packets before RX interrupt True

receive_proc 16 RX buffers before adapter updated True

stat_ticks 1000000 Clock ticks before statistics updated True

rx_checksum yes Enable hardware receive checksum True

This example lists the attributes of a Gigabit Ethernet Driver. Notice that the

attributes busmem, busintr, intr_priority, and rx_que_size are not changeable.

The values for this PCI network card are set automatically by the system.

If the attribute flag is set to True, then the value can be changed by the chdev

command, as follows:

# chdev -l ent1 -a rx_checksum=yes

ent1 changed

Before changing any network driver attribute, refer to the publications for the

specific device driver. For best performance, interface settings must match the

network settings.

The lsattr command can assist in setting the correct value for the network

driver attributes. The -R flag provides information about the value range for a

specific driver attribute:

# lsattr -R -l ent1 -a stat_ticks

1000...1000000 (+1)

This example shows that the attribute stat_tick (clock ticks before statistics

updated) can be set from 1000 to 1000000 using integer numbers.

14.0 AIX network interfaces

The interfaces listed in Table 2-4 on page 32 are supported by AIX Version 4.3.

There may be multiple devices of the same type in the system and each device

will have an interface. The x after the adapter and interface names indicates the

number of the adapter or interface respectively, starting from 0. The number

increases for each adapter added to the system.

Note that for Ethernet adapters, the standard Ethernet (en), and 802.3 (et)

network technologies use the same type of adapter.
The lsdev command can be used to list the available network interfaces on your

system:

# lsdev -Cc if

en0 Available Standard Ethernet Network Interface

et0 Defined IEEE 802.3 Ethernet Network Interface

lo0 Available Loopback Network Interface

tr0 Available Token Ring Network Interface

Similar to the network adapter, the network interface attributes can be changed

using a combination of the lsattr and chdev command.

13.4 NetWare-based Enterprise Computer Networking
NetWare is a network operating system (NOS) that provides transparent remote file access and numerous other distributed network services, including printer sharing and support for various applications such as electronic mail transfer and database access. NetWare specifies the upper five layers of the OSI reference model and, as such, runs on any media-access protocol (Layer 2). Additionally, NetWare runs on virtually any kind of computer system, from PCs to mainframes. This chapter summarizes the principal communications protocols that support NetWare.

NetWare was developed by Novell, Inc., and was introduced in the early 1980s. It was derived from Xerox Network Systems (XNS), which was created by Xerox Corporation in the late 1970s, and is based on a client-server architecture. Clients (sometimes called workstations) request services, such as file and printer access, from servers. 

NetWare's client/server architecture supports remote access that is transparent to users through remote procedure calls. A remote procedure call begins when the local computer program running on the client sends a procedure call to the remote server. The server then executes the remote procedure call and returns the requested information to the local client.

Figure 13.5 illustrates the NetWare protocol suite, the media-access protocols on which NetWare runs, and the relationship between the NetWare protocols and the OSI reference model. This chapter addresses the elements and operations of these protocol components.
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Figure 13.5
13.6 NetWare Media Access

The NetWare suite of protocols supports several media-access (Layer 2) protocols, including Ethernet/IEEE 802.3, Token Ring/IEEE 802.5, Fiber Distributed Data Interface (FDDI), and Point-to-Point Protocol (PPP). Figure 34-2 highlights NetWare's breadth of media-access support.


Figure 13.6: NetWare Supports Most Common Media-Access Protocols 
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14.0 Internetwork Packet Exchange 

Internetwork Packet Exchange (IPX) is the original NetWare network layer (Layer 3) protocol used to route packets through an internetwork. IPX is a connectionless datagram-based network protocol and, as such, is similar to the Internet Protocol found in TCP/IP networks.

IPX uses the services of a dynamic distance vector routing protocol (Routing Information Protocol [RIP]) or a link-state routing protocol (NetWare Link-State Protocol [NLSP]). IPX RIP sends routing updates every 60 seconds. To make best-path routing decisions, IPX RIP uses a tick as the metric, which in principle is the delay expected when using a particular length. One tick is 1/18th of a second. In the case of two paths with an equal tick count, IPX RIP uses the hop count as a tie-breaker. (A hop is the passage of a packet through a router.) IPX's RIP is not compatible with RIP implementations used in other networking environments.

As with other network addresses, Novell IPX network addresses must be unique. These addresses are represented in hexadecimal format and consist of two parts: a network number and a node number. The IPX network number, which is assigned by the network administrator, is 32 bits long. The node number, which usually is the Media Access Control (MAC) address for one of the system's network interface cards (NICs), is 48 bits long.

IPX's use of a MAC address for the node number enables the system to send nodes to predict what MAC address to use on a data link. (In contrast, because the host portion of an IP network address has no correlation to the MAC address, IP nodes must use the Address Resolution Protocol [ARP] to determine the destination MAC address.)

14.1 IPX Encapsulation Types

Novell NetWare IPX supports multiple encapsulation schemes on a single router interface, provided that multiple network numbers are assigned. Encapsulation is the process of packaging upper-layer protocol information and data into a frame. NetWare supports the following four encapsulation schemes:

Novell Proprietary—Also called 802.3 raw or Novell Ethernet_802.3, Novell proprietary serves as the initial encapsulation scheme that Novell uses. It includes an Institute of Electrical and Electronic Engineers (IEEE) 802.3 Length field, but not an IEEE 802.2 (LLC) header. The IPX header immediately follows the 802.3 Length field.

· 802.3—Also called Novell_802.2, 802.3 is the standard IEEE 802.3 frame format.

· Ethernet version 2—Also called Ethernet-II or ARPA, Ethernet version 2 includes the standard Ethernet Version 2 header, which consists of Destination and Source Address fields followed by an EtherType field.

· SNAP—Also called Ethernet_SNAP, SNAP extends the IEEE 802.2 header by providing a type code similar to that defined in the Ethernet version 2 specification.

Figure 14.1 Four IPX Encapsulation Types Exist 
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14.2 Service Advertisement Protocol

The Service Advertisement Protocol (SAP) is an IPX protocol through which network resources such as file servers and print servers advertise their addresses and the services that they provide. Advertisements are sent via SAP every 60 seconds. Services are identified by a hexadecimal number, which is called a SAP identifier (for example, 4 = file server, and 
7 = print server).

A SAP operation begins when routers listen to SAPs and build a table of all known services along with their network address. Routers then send their SAP table every 60 seconds. Novell clients can send a query requesting a particular file, printer, or gateway service. The local router responds to the query with the network address of the requested service, and the client then can contact the service directly.

SAP is pervasive in current networks based on NetWare 3.11 and earlier, but it is utilized less frequently in NetWare 4.0 networks because workstations can locate services by consulting a NetWare Directory Services (NDS) Server. SAP, however, still is required in NetWare 4.0 networks for workstations when they boot up to locate an NDS server.

14.3 NetWare Transport Layer

The Sequenced Packet Exchange (SPX) protocol is the most common NetWare transport protocol at Layer 4 of the OSI model. SPX resides atop IPX in the NetWare Protocol Suite. SPX is a reliable, connection-oriented protocol that supplements the datagram service provided by the IPX, NetWare's network layer (Layer 3) protocol. SPX was derived from the Xerox Networking Systems (XNS) Sequenced Packet Protocol (SPP). Novell also offers Internet Protocol support in the form of the User Datagram Protocol (UDP). IPX datagrams are encapsulated inside UDP/IP headers for transport across an IP-based internetwork.

14.4 NetWare Upper-Layer Protocols and Services

NetWare supports a wide variety of upper-layer protocols, including NetWare Shell, NetWare Remote Procedure Call, NetWare Core Protocol, and Network Basic Input/Output System. 

The NetWare shell runs clients (often called workstations in the NetWare community) and intercepts application input/output (I/O) calls to determine whether they require network access for completion. If the application request requires network access, the NetWare shell packages the request and sends it to lower-layer software for processing and network transmission. If the application request does not require network access, the request is passed to the local I/O resources. Client applications are unaware of any network access required for completion of application calls.

NetWare Remote Procedure Call (NetWare RPC) is another more general redirection mechanism similar in concept to the NetWare shell supported by Novell.

NetWare Core Protocol (NCP) is a series of server routines designed to satisfy application requests coming from, for example, the NetWare shell. The services provided by NCP include file access, printer access, name management, accounting, security, and file synchronization.

NetWare also supports the Network Basic Input/Output System (NetBIOS) session layer interface specification from IBM and Microsoft. NetWare's NetBIOS emulation software allows programs written to the industry-standard NetBIOS interface to run within the NetWare system.

14.5 IPX Packet Format

The IPX packet is the basic unit of Novell NetWare internetworking. 
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